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The purpose of this article is to investigate the small-sample properties of generalized method of moments (GMM) estimators applied to asset-pricing models. Our alternative asymptotically efficient estimators include ones in which the weighting matrix is estimated using an initial (consistent) estimator of the parameter vector, ones in which the weighting matrix is iterated to convergence, and ones in which the weighting matrix is changed for every hypothetical parameter value. The last of these three approaches has not been used very much in the empirical asset-pricing literature, but it has the attraction of being insensitive to how the moment conditions are scaled. In addition, we study the advantages to basing statistical inferences directly on the criterion function rather than on quadratic approximations to it.

We address the following issues:

1. How does the procedure for constructing the weighting matrix affect the small-sample behavior of the GMM criterion function?

2. How do the confidence regions of parameter estimators constructed using the GMM criterion function perform relative to confidence regions based on the usually constructed standard errors?

3. Is the small-sample overreaction often found in studies of GMM estimators reduced when using an estimator in which the weighting matrix is continuously altered?

4. How are the small-sample biases of the GMM estimators affected by the choice of procedure for constructing the weighting matrix?

Because there has been an extensive body of empirical work investigating the consumption-based intertemporal capital asset-pricing model (CAPM) using GMM estimation methods, we use such models as laboratories for our Monte Carlo experiments. As in the work of Tauchen (1986) and Kocherlakota (1990a), all of our experiments come from single-consumer economies with power utility functions. Within the confines of these economies, there is still considerable flexibility in the experimental design. Some of our experimental economies are calibrated to annual time series data presuming a century of data. Other economies are calibrated to monthly postwar data. In the experiments calibrated to annual data and several of the experiments calibrated to monthly data, the moment conditions are nonlinear in at least one of the parameters of interest. Moreover, some of the specifications introduce time nonseparabilities in the consumer preferences that are motivated by either local durability or habit persistence. In the other experiments calibrated to monthly data, the moment conditions are, by design, linear in the parameter of interest. Some of these setups are special cases of the classical simultaneous-equations model. For other setups, the observed data are modeled as being time averaged, introducing a moving average structure in the disturbance terms.

The article is organized as follows. Section 1 describes the alternative estimators we study and the related econometric literature. Section 2 specifies the Monte Carlo environments we use. Section 3 gives an overview of the calculations including a description of how inferences are made based directly on the shape of the criterion functions. Section 4 then presents the results of the Monte Carlo experiments using a lognormal model calibrated to monthly data. Section 5 presents the results calibrated to annual and monthly data using a Markov-chain approximation. Finally, our concluding remarks are in Section 6.
1. ALTERNATIVE ESTIMATORS AND RELATED LITERATURE

One of the goals of our study is to compare the finiteno-sample properties of three alternative GMM estimators, each of which uses a given collection of moment conditions in an asymptotically efficient manner. Write the moment conditions as

$$E[\varphi(X_t, \beta)] = 0.$$  \hfill (1)

where $\beta$ is the $k$-dimensional parameter vector of interest. In (1) the function $\varphi$ has $n \geq k$ coordinates. We assume that $\{1/\sqrt{T}, \sum_{t=1}^{T} \varphi(X_t, \beta)\}$ converges in distribution to a normally distributed random vector with mean 0 and covariance matrix $V(\beta)$.

Let $V_T(\beta)$ denote (an infeasible) consistent estimator of this covariance matrix. This latter estimator is typically made operational by substituting a consistent estimator for $\beta$, denoted $\{\hat{b}_T\}$. An efficient GMM estimator of the parameter vector $\beta$ is then constructed by choosing the parameter vector $b$ that minimizes

$$\left[ \frac{1}{T} \sum_{t=1}^{T} \varphi(X_t, b) \right]' \left[ \frac{1}{T} \sum_{t=1}^{T} \varphi(X_t, b) \right]^{-1} \left[ \frac{1}{T} \sum_{t=1}^{T} \varphi(X_t, b) \right].  \hfill (2)$$

The first two GMM estimators that we consider differ in the way in which this is accomplished.

**Two-Step Estimator.** The first estimator, called the two-step estimator, uses an identity matrix to weight the moment conditions so that $b_T^2$ is chosen to minimize

$$\left[ \frac{1}{T} \sum_{t=1}^{T} \varphi(X_t, b) \right]' \left[ \frac{1}{T} \sum_{t=1}^{T} \varphi(X_t, b) \right]^{-1} \left[ \frac{1}{T} \sum_{t=1}^{T} \varphi(X_t, b) \right].  \hfill (3)$$

Let $b_T^2$ denote the estimator obtained by minimizing (2).

**Iterative Estimator.** The second estimator continues from the two-step estimator by reestimating the matrix $V(\beta)$ using $V(b_T^2)$ and constructing a new estimator $b_T$. This is repeated until $b_T$ converges or until $j$ attains some large value. Let $b_T^*$ denote this estimator.

**Continuous-Updating Estimator.** Instead of taking the weighting matrix as given in each step of the GMM estimation, we also consider an estimator in which the covariance matrix is continuously altered as $b$ is changed in the minimization. Formally let $b_T^*$ be the minimizer of

$$\left[ \frac{1}{T} \sum_{t=1}^{T} \varphi(X_t, b) \right]' \left[ \frac{1}{T} \sum_{t=1}^{T} \varphi(X_t, b) \right]^{-1} \left[ \frac{1}{T} \sum_{t=1}^{T} \varphi(X_t, b) \right].  \hfill (4)$$

Allowing the weighting matrix to vary with $b$ clearly alters the shape of the criterion function that is minimized. Although the first-order conditions for this minimization problem have an extra term relative to problems with fixed weighting matrices, this term does not distort the limiting distribution for the estimator. [See Pakes and Pollard (1989, pp. 1044–1046) for a more formal discussion and provision of sufficient conditions that justify this conclusion.] An advantage of this estimator relative to the previous two is that it is invariant to how the moment conditions are scaled even when parameter-dependent scale factors are introduced. A simple example of a continuous-updating estimator is a minimum chi-squared estimator used for restricted multinomial models in which the efficient distance matrix is constructed from the probabilities implied by the underlying parameters and hence is parameter dependent.

The three GMM estimators have antecedents in the classical simultaneous-equations literature. Consider estimating a single equation, say $y_t = \beta' x_t + u_t$, where $\beta$ is the parameter of interest. Let $z_t$ denote the vector of predetermined variables at time $t$ that by definition are orthogonal to $u_t$. One way to estimate $\beta$ is to use two-stage least squares, which is our two-step estimator under the additional restrictions that the disturbance term is conditionally homoscedastic and serially uncorrelated. In this case the iterative estimator converges after two steps and hence is the two-step estimator. It is well known that the two-stage least squares estimator is not invariant to normalization. In fact Hillier (1990) criticized the two-stage least squares estimator by arguing that the object that is identified is the direction $[1, -\beta']$ but not its magnitude. Hillier then showed that the conventional two-stage least squares estimator of direction is distorted by its dependence on normalization.

As an alternative, Sargan (1958) suggested an instrumental-variables-type estimator that minimizes

$$\frac{1}{T} \sum_{t=1}^{T} (y_t - \beta' x_t) z_t' \left[ \frac{1}{T} \sum_{t=1}^{T} z_t z_t' \right]^{-1} \frac{1}{T} \sum_{t=1}^{T} (y_t - \beta' x_t) z_t$$

by choice of $\beta$. Under the additional restrictions imposed on the disturbance term discussed in the previous paragraph, this is our continuous-updating estimator. Notice that if we ignore the denominator term in (5) and minimize, the solution is the two-stage least squares estimator. By including the denominator term, Sargan showed that, for an appropriate choice of $z_t$, the solution is the (limited information) quasi-maximum likelihood estimator (using a Gaussian likelihood), which as an estimator of direction is invariant to normalization.

The estimation environments that we study are more complicated than the one just described. Sometimes the moment conditions are not linear in the parameters, and the disturbance terms are often conditionally heteroscedastic and/or serially correlated. As a consequence, the two-step and iterative estimators no longer coincide and the continuous-updating estimator can no longer be interpreted as a quasi-likelihood estimator. The estimation methods remain limited information, however, in that the moment conditions used are typically not sufficient to fully characterize the time series evolution of the endogenous variables.

The second goal of our analysis is to compare the reliability of confidence regions computed using quadratic approximations to criterion functions to ones based directly on the deterioration of the original criterion functions. The former approach is more commonly used in the empirical
asset-pricing literature partially because it is easier to implement. The latter approach exploits the chi-squared feature of the appropriately scaled criterion functions. From the vantage point of hypothesis testing, the plausibility of an observed deterioration of the criterion function caused by imposing parameter restrictions can be assessed by using the appropriate chi-squared distribution. Using this same insight, confidence regions can be computed by using the appropriate chi-squared distribution to prespecify some increment in the criterion function and inferring the set of parameter values that imply no more than that increment. Such confidence regions can have unusual shapes and, in fact, may not even be connected. One of the key questions of this investigation is whether or not they lead to more reliable statistical inferences.

One of our reasons for studying the performance of criterion-function-based inference comes from the work of Magdalinos (1994). Within the confines of the classical simultaneous-equations paradigm, Magdalinos studied the performance of alternative tests of instrument admissibility. As a result of his analysis, Magdalinos recommended altering the weighting matrix to embody the restrictions as is done in the continuous-updating method. In addition, he found that test statistics are better behaved using the limited-information maximum likelihood estimator than the two-stage least squares estimator. Recall that the former estimator coincides with our continuous-updating estimator and the latter to our two-step and iterated estimators in the classical simultaneous-equations estimation environment considered by Magdalinos.

Another reason is Nelson and Startz’s (1990) criticism of the use of instrumental-variables methods for studying consumption-based asset-pricing models. These authors were concerned about the behavior of instrumental-variables estimators when the instruments are poorly correlated with the endogenous variables. Their arguments were based on analogies to results derived formally for $t$ statistics and overidentifying restrictions tests in the classical simultaneous-equations setting. The question of interest to us is the extent to which criterion-function-based inference and continuous updating can help overcome the concerns of Nelson and Startz. Furthermore, Stock and Wright (1995) provided a theoretical rationale for considering the continuous-updating criterion function instead of other GMM implementations in situations in which the model is poorly identified.

The finite-sample properties of the two-step and iterative GMM estimators in an asset-pricing setting have been studied previously by Tauchen (1986), Kocherlakota (1990a), and Ferson and Foerster (1994). These investigators did not study the properties of the continuous-updating estimator, nor did they study the behavior of criterion-function-based confidence regions. Furthermore, Tauchen (1986) and Kocherlakota (1990a) considered only the case of time-separable preferences for the representative consumer.

2. MONTE CARLO ENVIRONMENT

We consider several Monte Carlo environments to assess the finite-sample properties of the estimators described in Section 1. The data-generating mechanisms are constructed to be consistent with a representative agent consumption-based capital asset-pricing model (CCAPM). Estimators of the parameters of the representative agent’s utility function are considered along with tests of the overidentifying conditions implied by the model. We use the CCAPM as the basis of our experiments because GMM has been used extensively in studying this model (e.g., see Dunn and Singleton 1986; Eichenbaum and Hansen 1990; Epstein and Zin 1991; Ferson and Constantinides 1991; Hansen and Singleton 1982). Furthermore, the CCAPM forms the basis for two studies of the finite-sample properties of GMM conducted by Tauchen (1986) and Kocherlakota (1990a).

Preferences and Euler Equations. In the model the representative consumer is assumed to have preferences over consumption given by

$$U_0 = E \left[ \sum_{t=0}^{\infty} \delta^t \left( c_t + \theta c_{t-1} \right)^{1-\gamma} - 1 \right] \frac{1}{1 - \gamma}, \quad \gamma > 0, \quad (6)$$

where $c_t$ is consumption at date $t$. The parameter $\theta$ captures some time nonseparability in preferences. Examples of models with time nonseparability in preferences can be found in the work of Abel (1990), Constantinides (1990), Detemple and Zapatero (1991), Dunn and Singleton (1986), Eichenbaum and Hansen (1990), Gallant and Tauchen (1989), Heaton (1993, 1995), Novales (1990), Ryder and Heal (1973), and Sundaresan (1989). If $\theta > 0$, consumption is durable or substitutable over time. If $\theta = 0$, the preferences of the consumer are time-additive. If $\theta < 0$, consumption is complementary over time and the preferences of the representative consumer exhibit habit persistence.

We consider estimators of the parameters $\delta, \gamma,$ and $\theta$, as well as tests of the model based on implications of the Euler equations. Let $\mu_{st} = (c_t + \theta c_{t-1})^{-\gamma}$, which can be interpreted as the indirect marginal utility for consumption “services” as measured by $s_t = c_t + \theta c_{t-1}$. Similarly, let $\mu_{st}^* = (c_t + \theta c_{t-1})^{-\gamma} + \delta \theta (c_t + \theta c_{t-1})^{-\gamma} E[c_{t+1} + \theta c_t^{-\gamma}|\mathcal{F}_t]$, where $\mathcal{F}_t$ gives the information set at time $t$.

The Euler equation for a representative agent’s portfolio allocation decision is given by

$$\mu_{ct} = E[\delta \mu_{ct+1} R_{t+1}|\mathcal{F}_t], \quad (7)$$

where $R_{t+1}$ is a gross return on an asset from $t$ to $t+1$. Because aggregate consumption is growing over time, we divided (7) by $\mu_{st}$ to induce stationarity. The (normalized) Euler equation that we consider is then given by

$$\frac{\mu_{ct}}{\mu_{st}} = E \left( \frac{\delta \mu_{ct+1}}{\mu_{st}} R_{t+1}|\mathcal{F}_t \right). \quad (8)$$

Removing conditional expectations from (8) results in the Euler-equation error

$$\phi_{t+2}(\delta, \gamma, \theta) = \frac{\mu_{ct}^*}{\mu_{st}} - \delta \frac{\mu_{ct+1}}{\mu_{st}} R_{t+1}, \quad (9)$$

where $\mu_{ct}^* = (c_t + \theta c_{t-1})^{-\gamma} + \delta \theta (c_t + \theta c_{t-1})^{-\gamma}$. Note that $E(\phi_{t+2}|\mathcal{F}_t) = 0$. Furthermore, notice that, when $\theta$ is not...
Table 1. Maximum Likelihood Estimator of Monthly Law of Motion

<table>
<thead>
<tr>
<th>Order of C(L)</th>
<th>Unrestricted log-likelihood</th>
<th>No time avg.</th>
<th>Time averaged</th>
<th>Log-likelihood</th>
<th>Log-likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3,220.6</td>
<td>—</td>
<td>3,216.1</td>
<td>4.55</td>
<td>3,230.3</td>
</tr>
<tr>
<td>2</td>
<td>3,237.3</td>
<td>3,214.9</td>
<td>4.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3,238.8</td>
<td>3,216.1</td>
<td>4.21</td>
<td>3,230.3</td>
<td>4.99</td>
</tr>
</tbody>
</table>

0, φ_{t+2} has a first-order moving average [MA(1)] structure. By choosing instruments, z_t, in \mathcal{F}_t, unconditional moment conditions are given by

\[ E[φ_{t+2}(δ, γ, θ)] = E[z_tφ_{t+2}(δ, γ, θ)] = 0. \]  \hspace{1cm} (10)

Finally, notice that φ_{t+2} can be expressed in terms of consumption ratios and returns, which we take to be stationary processes.

One unpleasant feature of these moment conditions is that they can always be made to be satisfied in a degenerate fashion. Suppose that γ = 0 and δθ = −1; then clearly \mu \gamma_\theta^2 = 0 and the moment conditions are trivially satisfied. Without imposing additional constraints on the parameter vectors, this degeneracy in the moment conditions creates problems for the two-step and iterative estimators. Of course, when time separability is imposed (θ = 0), these problematic parameter values cannot be reached. When θ is permitted to be different from 0, Eichenbaum and Hansen (1990) were led to divide the moment conditions by 1 + δθ so that the two-step and iterative estimators are not driven to the degenerate values. We will do likewise. An attractive property of the continuous-updating estimator is its insensitivity to parameter-dependent scale factors and hence to the moment transformation used by Eichenbaum and Hansen (1990). Moreover, the criterion of the continuous-updating estimator does not necessarily tend to 0 in the vicinity γ = 0 and δθ = −1. Although the estimated mean for \{φ_{t+2}\} becomes small in the neighborhood of these parameter values, so does the estimated asymptotic covariance matrix, and the criterion function for the continuous-updated estimator plays off this tension.

We build several Monte Carlo environments to simulate returns and consumption growth that are consistent with (8). These are used to access the finite-sample properties of the estimators of Section 1 based on the moment conditions (10).

2.1 Lognormal Model

**Time-Additive Model, No Time Averaging.** In our first Monte Carlo environment we model consumption growth and returns directly by assuming that they are jointly log-normally distributed as in the work of Hansen and Singleton (1983). Let \( Y(t) = \log(ε_t / ε_{t-1}) \log R^C_t \log R^B_t \), where \( ε_t \) is aggregate consumption at time \( t \), \( R^C_t \) is the gross return on a stock index at time \( t \), and \( R^B_t \) is the gross return on a bond at time \( t \). We assume that

\[ Y_t = μ + B(L)ε_t, \]  \hspace{1cm} (11)

where \( ε_t \) is a normally distributed three-dimensional random vector that is independent over time and has zero mean and covariance matrix \( I \) and where \( μ \) is the mean of \( Y_t \). Furthermore, \( B(L) \) is a matrix of polynomials in the lag operator. To use this assumption about the dynamics of consumption and returns along with the Euler equation (7), we assume that the preferences of the representative agent are time additive. In this case the Euler-equation error for each return can be written as

\[ -γ \log(c_{t+1}/c_t) + \log R_{t+1} - κ = η_{t+1}, \]  \hspace{1cm} (12)

where \( E(η_{t+1} | \mathcal{F}_t) = 0 \) and \( κ \) is a constant (e.g., see Hansen and Singleton 1983).

The relation (12) implies a set of restrictions on the law of motion (11). To impose these restrictions, we consider several finite-order parameterizations of \( B(L) \) and use the methods described by Hansen and Sargent (1991). These parameterizations are of the form

\[ B(L) = \frac{C(L)}{α(L)}, \]  \hspace{1cm} (13)

where \( C(L) \) is a 3 × 3 matrix of polynomials in the lag operator and \( α(L) \) is a 1 × 1 polynomial in the lag operator. We restrict the polynomial \( α(L) \) to be second order and considered several different orders of \( C(L) \).

To estimate the constrained law of motion, we used monthly data from 1959.2 to 1992.12. Aggregate consumption is seasonally adjusted real aggregate consumption of nondurables plus services for the United States taken from CITIBASE. These data were converted to a per capita measure by dividing by total U.S. population for each month, obtained from CITIBASE. The equity return is the value-weighted return from the Center for Research in Security Prices (CRSP), and the bond return is the Fama–Bliss risk-free return from CRSP. Each of these return series was converted into a real return using the implicit price deflator for nondurables and services from CITIBASE.

For simplicity we removed the sample mean from the vector \( Y_t \) so that the constants in (11) and (12) did not have to be estimated. As a result, the only preference parameter to be estimated is \( γ \). The results of estimating the law of motion (11) using exact maximum likelihood for different orders of the polynomial \( C(L) \) are given in Table 1. The column labeled “Unrestricted log-likelihood” reports the log-likelihood in the case of unrestricted estimation of the polynomials in the lag operator. The columns labeled “no time avg.” report the log-likelihood and the estimated value of \( γ \) under the restrictions implied by (12). In searching for the maximized log-likelihood, larger values of the log-likelihood were found for values of \( γ \) larger than 50. The results reported in Table 1 for the constrained models correspond to local maxima. We used the local maximizers for our simulations because they result in plausible values for \( γ \). Notice that there is substantial improvement in the log-likelihood in moving from a first- to a second-order polynomial for \( C(L) \) in the unrestricted case. This indicates that more than a first-order polynomial is needed for \( C(L) \). There is little improvement in going to a third-order polynomial in the unrestricted case.

For both the second- and third-order polynomial cases, there is great deterioration in the log-likelihood when the
model restrictions are imposed. This is consistent with the results reported by Hansen and Singleton (1983). Moreover, there is little improvement in the log-likelihood in moving from a second-order to a third-order $C(L)$. For this reason we used the point estimates from the restricted model with a second-order $C(L)$ to conduct our Monte Carlo experiments for the lognormal model with no time averaging.

In assessing the finite-sample properties of GMM estimators in this case, we constructed 500 Monte Carlo samples, each with a sample size of 400. A sample size of 400 approximates the size of available monthly consumption data. We constructed moment conditions based on the Euler-equation errors for both the bond and the stock returns simultaneously. For each Euler-equation error we used one period lagged (log) bond and (log) stock returns and one period lagged (log) consumption growth as instruments. We did not include constants as instruments because the data are simulated under the assumption that they have a zero mean.

**Time-Additive Model With Time Averaging.** As a further data-generating mechanism, we also consider an example in which the decision interval of the representative agent is much smaller than the interval of the data. Suppose that there are $n$ decision periods within each observation period. For example, if the representative agent’s decision interval is a week and data are observed monthly, then $n$ would be approximately 4. The representative agent’s utility function at time $t$ is given by

$$U_t = E \left[ \sum_{h=0}^{\infty} (\xi_n)^h \left( \frac{1}{1 - \gamma} \right) \right].$$

If we maintain the assumption that consumption and returns are jointly lognormally distributed, the Euler-equation error $\rho_{t+1}$ is again given by (12). Moreover, this error can be decomposed as

$$\rho_{t+1} = \sum_{h=1}^{n} \zeta_{t+h/n},$$

where

$$\zeta_{t+h/n} \equiv E(\rho_{t+1} | \mathcal{F}_{t+h/n}) - E(\rho_{t+1} | \mathcal{F}_{t+h-1/n}).$$

In this environment, we presume that observed consumption does not correspond to the actual point-in-time consumption of the representative agent but instead is an average of actual consumption over one unit of time. Specifically, suppose that observed consumption, $c^o_t$, is a geometric average of actual consumption,

$$c^o_t = \left( \prod_{h=1}^{n} c_{t-1+h/n} \right)^{1/n},$$

and similarly for the observed return, $R^o_t$. Averaging (12) over time implies that

$$-\gamma \log(c^o_{t+1}/c^o_t) + \log R^o_{t+1} = \kappa + \frac{1}{n} \sum_{\tau=1}^{n} \sum_{h=1}^{n} \zeta_{t-1+(\tau/n)+(h/n)}.$$

Notice that in this case the Euler-equation error

$$\eta^o_{t+1} \equiv \frac{1}{n} \sum_{\tau=1}^{n} \sum_{h=1}^{n} \zeta_{t-1+(\tau/n)+(h/n)}$$

is predictable at time $t$. However, $E(\eta^o_{t+1} | \mathcal{F}_t) = 0$ so that instruments can be chosen from the information set at time $t-1$. An instrumental-variables estimator of this model must account for the MA(1) structure of the moment condition.

We estimated the log-linear law of motion (13) for consumption and asset returns under the restriction implied by (18). Because the consumption data are an arithmetic average of consumption expenditures over a period, in applying (18) to actual consumption data we assume that geometric averages and arithmetic averages are approximately the same. This assumption was made by Grossman, Melino, and Shiller (1987), Hall (1988), and Hansen and Singleton (1996). Note also that the returns in (18) are time averaged. For simplicity, in estimating the law of motion (13), we use the monthly CRSP series directly. Furthermore, the model with time averaging imposes a weaker set of restrictions than does the model that takes no account of time averaging because we do not impose the restriction on the first-order autocorrelation of the Euler-equation error of the stock return. In the limit case of continuous decision making, the first-order autocorrelation of the error should be .25, as discussed by Grossman et al. (1987) and Hall (1988).

We consider the case of a third-order polynomial for $C(L)$ and a second-order polynomial for $\alpha(L)$. The results of this estimation are reported in Table 1 in the columns labeled “Time averaged.” Notice that the log-likelihood function improves somewhat compared to the case in which time averaging is ignored. The model, however, is still substantially at odds with the data. The estimated value of $\gamma$ is slightly larger as well.

We used this model to create 500 Monte Carlo draws, each with a sample size of 400. As in the case of no time averaging, we studied estimators based on the Euler equations for both returns. In this case the instruments were (log) stock returns, (log) bond returns, and (log) consumption growth, all lagged two periods.

### 2.2 Discrete-State Models

In our second set of Monte Carlo environments we follow Tauchen (1986) and Kocherlakota (1990a) and consider a Markov-chain model for aggregate consumption and dividend growth. Aggregate consumption is assumed to represent the endowment of the representative consumer, and dividends represent the cash flow from holding stock. We form one-period stock returns and the returns to holding a one-period (real) discount bond. Each of these returns can be represented as functions of the state of the Markov chain. Construction of these returns in the case of time-additive utility was described by Kocherlakota (1990a) and Tauchen (1986).
Table 2. Preference Settings for Discrete State-Space Model

<table>
<thead>
<tr>
<th>Preference case</th>
<th>$\delta$</th>
<th>$\gamma$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>TS1</td>
<td>.97</td>
<td>1.3</td>
<td>0</td>
</tr>
<tr>
<td>TS2</td>
<td>1.139</td>
<td>13.7</td>
<td>0</td>
</tr>
<tr>
<td>TNS1</td>
<td>.97</td>
<td>1.3</td>
<td>$\frac{1}{3}$</td>
</tr>
<tr>
<td>TNS2</td>
<td>.97</td>
<td>1.3</td>
<td>$-\frac{1}{3}$</td>
</tr>
<tr>
<td>TNS3</td>
<td>.97</td>
<td>1.3</td>
<td>$-\frac{2}{3}$</td>
</tr>
</tbody>
</table>

Annual Model. To calibrate the first Markov chain, we used the method described by Tauchen and Hussey (1991) to approximate a first-order vector autoregression (VAR) for consumption and dividend growth. The parameters of the VAR are taken from Kocherlakota (1990a) and are given by

$$\begin{bmatrix} \ln \xi_t \\ \ln \lambda_t \end{bmatrix} = \begin{bmatrix} .004 & .117 \\ .021 & .161 \end{bmatrix} + \begin{bmatrix} \ln \xi_{t-1} \\ \ln \lambda_{t-1} \end{bmatrix} + \epsilon_t,$$

(20)

where $\xi_t$ is the gross growth rate of real annual dividends on the Standard & Poor 500, where $\lambda_t$ is the gross growth rate of U.S. per capita real annual consumption, and where

$$E(\epsilon_t \epsilon_t') = \begin{bmatrix} .01400 & .00177 \\ .00177 & .00120 \end{bmatrix}.$$

Furthermore, $\epsilon_t$ is assumed to be normally distributed and uncorrelated over time. The Markov chain for $[\xi_t; \lambda_t]'$ is chosen to have 16 states.

In simulating data from this model we chose several values of the preference parameters of the representative consumer. These are presented in Table 2. Preference setting TS1 was used by Tauchen (1986) and preference setting TS2 was used by Kocherlakota (1990a). As shown by Kocherlakota (1990a), these latter parameters, along with the Markov-chain model of endowments, imply first and second moments for asset returns that mimic their sample counterparts. The large value of $\delta$ in TS2 is not inconsistent with the existence of an equilibrium in the model because of the large value of $\gamma$ (Kocherlakota 1990b).

We restrict our attention to “moderate” values of $\delta$ and $\gamma$ in our examination of time-observable preferences, and we consider a range of values of $\theta$. Parameter setting TNS1 introduces a modest degree of durability by setting $\theta = \frac{1}{3}$, and TNS2 introduces habit persistence with $\theta = -\frac{1}{3}$. TNS3 results in a more extreme amount of habit persistence by setting $\theta = -\frac{2}{3}$. The asymmetric (in magnitude) across the specifications of $\theta$ is guided in part by the a priori notion that there should only be a limited amount of durability in the goods classified as “nondurable” in National Income and Product Accounts and by empirical evidence for a substantial degree of habit persistence reported by Ferson and Constantinides (1991).

In implementing the estimators, the Euler equations for the stock and bond returns are multiplied by instrumental variables to construct moment conditions. The two instrument sets are listed in Table 3. Monte Carlo results for other moment conditions were given by Hansen, Heaton, and Yaron (1994). GMM estimates and test statistics were computed for 500 replications of a sample size of 100. This sample size corresponds approximately to the length of most annual datasets.

Monthly Model. We repeated some of the experiments using a law of motion calibrated to postwar monthly data. As in the construction of the Markov chain for the annual model, we started with a first-order VAR for consumption and dividend growth. The consumption data used in estimating the VAR were aggregate U.S. expenditures on nondurables and services described in Subsection 2.1. We constructed dividends implied by the monthly CRSP value-weighted portfolio return. These dividends were converted to real dividends using the implicit price deflator for monthly nondurables and services taken from CITIBASE. This dividend series is highly seasonal because of the regular dividend payout policies of most companies. To avoid modeling this seasonality, we let $\xi_t = \log(d_t/d_{t-12})/12$, and we assumed that $\xi_t$ represents the one-period dividend growth of the model. The series $\{\log(d_t/d_{t-12})\}$ appears to be stationary.

The parameters of the VAR estimated using these data are given by

$$\begin{bmatrix} \ln \xi_t \\ \ln \lambda_t \end{bmatrix} = \begin{bmatrix} .0012 \\ .0019 \end{bmatrix} + \begin{bmatrix} -.1768 & .1941 \\ .0267 & -.2150 \end{bmatrix} \begin{bmatrix} \ln \xi_{t-1} \\ \ln \lambda_{t-1} \end{bmatrix} + \epsilon_t,$$

(22)

where

$$E(\epsilon_t \epsilon_t') = \begin{bmatrix} .1438 & .0001 \\ .0001 & .0145 \end{bmatrix} \times 10^{-3}.$$

(23)

As in the case of the annual Markov-chain model, we approximated the VAR of (22) and (23) with a 16-state Markov chain using the methods of Tauchen and Hussey (1991). The Monte Carlo data consisted of 500 replications of a sample size of 400. We focused exclusively on the more “moderate” preference configuration (TS1), adjusting $\delta$ for the shorter sampling interval. (More precisely, we used the twelfth root of .97 in place of .97 for $\delta$.) In addition, we generated Monte Carlo data using nonsesparable specification TNS1 and TNS2, again with $\delta$ adjusted appropriately.

3. OVERVIEW OF MONTE CARLO RESULTS

3.1 Descriptive Statistics

In describing the results of the various Monte Carlo experiments in Sections 3 and 4, we focus most of our discussion on the following calculations:

<table>
<thead>
<tr>
<th>Moment set</th>
<th>Instruments, $z_t$</th>
<th>Number of moment conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>M1</td>
<td>$R^e_t, R^p_t, \lambda_t$</td>
<td>8</td>
</tr>
<tr>
<td>M2</td>
<td>$\lambda_t$</td>
<td>4</td>
</tr>
</tbody>
</table>
1. We found the minimum value of the criterion function. Call this $J_T$. The limiting distribution of $TJ_T$ is chi-squared with degrees of freedom equal to the number of moment conditions minus the number of parameters estimated. We used this limiting distribution to test the overidentifying moment conditions.

2. We evaluated the criterion function at the true parameter vector. Call this $J^*_T$. The limiting distribution of $TJ^*_T$ is chi-squared with degrees of freedom equal to the number of moment conditions. With this limiting distribution, we characterize the family of parameter vectors that look plausible from the standpoint of the moment conditions. Stock and Wright (1995) advocated the use of this type of inference when it is suspected that the parameters are poorly identified. Here we examine whether the limiting distribution of $J^*_T$ provides a reasonable small-sample approximation for conducting this inference.

3. We found the minimum value of the criterion function when $\gamma$ is constrained to be its true value. Call this $J^*_T$. Because $\gamma$ is the only parameter estimated in the lognormal model, in this case $J^*_T$ coincides with $J^*_T$. The limiting distribution of $T(J^*_T - J_T)$ is chi-squared with 1 df. This limiting distribution allows us to construct a confidence region for $\gamma$ based on the increments of the criterion function from its unconstrained minimum. By evaluating $T(J^*_T - J_T)$ we determined whether the true value of $\gamma$ is in the resulting interval for alternative confidence levels.

4. We constructed the more standard confidence intervals for $\gamma$ based on a quadratic approximation to the criterion function. In particular, let $\tau_T$ be an estimator of $\gamma$ and $\sigma^2_T$ be the estimated asymptotic standard error of the estimator $\tau_T$. We study $T(\gamma_T - \gamma)^2/(\sigma^2_T)$, which has an asymptotic chi-squared distribution with 1 df. Notice that this object is just the Wald statistic for the hypothesis that the true value of the parameter is $\gamma$. In constructing this statistic for the continuous-updating estimator, the standard errors include a term that reflects the derivative of the GMM weighting matrix with respect to the parameters.

Our Monte Carlo calculations are greatly simplified by our knowledge of the true parameter vector. In empirical work, the corresponding computations would be more complicated. For instance, to construct a confidence interval for $\gamma$ based on the original criterion function, a researcher would have to characterize numerically the hypothetical values of this parameter that are consistent with a prespecified deterioration in the criterion while concentrating out all of the other parameters. When there are very few remaining components in the parameter vector (in our examples 0, 1, or 2), this concentration is tractable. This approach may become very difficult, however, when the parameter vector is large.

In reporting our Monte Carlo results we use one of the graphical methods advocated by Davidson and McKinnon (1994). For each Monte Carlo setup we computed the empirical distributions of the statistics and compared them to the corresponding chi-squared distributions. The results are plotted on a set of figures constructed as follows. For each probability value (depicted on the $x$ axis), we computed the corresponding chi-squared critical value and the fraction of the actual computed statistics that are above that value (depicted on the $y$ axis). Thus the 45-degree line (depicted as ...) is the appropriate reference for assessing the quality of the limiting distribution. Following Davidson and McKinnon (1994), these plots are referred to as $p$-value plots, and we present the results for the interval [0, .5] because this bounds the region of probability values used in most applications. Although we use probability values as our basis of comparison, confidence intervals at alternative significance levels can be assessed by simply subtracting the probability values from 1.

The figures are organized as follows. For each Monte Carlo setup we first consider a single figure with four graphs titled as follows: (a) Minimized, (b) True, (c) Constrained-Minimized and (d) Wald, corresponding to the statistics $T(J_T), T(J^*_T), T(J^*_T - J_T)$, and $T(\gamma_T - \gamma)^2/(\sigma^2_T)$, respectively. To provide a formal statistical measure of the distance between the empirical distributions and their theoretical counterparts, on each figure a band around the 45-degree line is plotted using dotted lines. This band is a 90% confidence region based on the Kolmogorov-Smirnov Test. This states that the probability that the maximal difference between the empirical distribution and the theoretical one will lie within those lines is 90%. Maximal differences within these bands are not statistically significant at the 10% significance level. Although we present results for the interval [0, .5], the Kolmogorov-Smirnov confidence region is based on calculating the supremum between the empirical distribution and the 45-degree line over the region [0, 1].

In each graph, the dashed line gives the Monte Carlo results for the two-step estimator, the dot-dash line for the iterated estimator, and the solid line for the continuous-updating estimator. For the minimized criterion function results, there is a necessary ordering between the continuous-updating and the iterative estimator. When the iterative estimator converges, the value of the criterion function can also be obtained by the continuous-updating estimator. Because the continuous-updating estimator minimizes its criterion, this minimized value must be smaller than the criterion for the iterative estimator. As a result, the plot for the minimized criterion of the continuous-updating estimator must lie below the plot for the iterative estimator unless the iterative estimator fails to converge. There is no natural ordering between the results for the two-step estimator and the continuous-updating estimator or between the two-step estimator and the iterative estimator.

To complement our $p$-value plots, we also provide some results summarizing the performance of the implied parameter estimators. The finite-sample properties of the point estimates are of interest in their own right and in some cases provide additional insights into the behavior of the $p$-value plots.

3.2 Numerical Search Routines

The two-step and iterative estimators are given by the minimizers of the objective function (2), and the
continuous-updating estimator is given by the minimizer of the objective function (4). For some of our experiments, the estimators are given by solutions to linear equations. In the other cases we used the numerical optimization routines fminu.m and fmins.m, which are part of the “Optimization Toolbox” for use with MATLAB. The routine fminu.m implements a quasi-Newton method, which is dependent on an initial setting for the parameters. To check whether the results were sensitive to initialization, we considered several different starting values that included the true parameter vector. When this gradient method failed to converge or resulted in unusual estimates, we also used the routine fmins.m, which is a simplex search method. Details on these MATLAB programs can be found in the MATLAB Optimization Toolbox manual. In Section 4 we show that the continuous-updating criterion can make numerical search for the minimizer difficult. As a further check on our numerical results, when we obtained extreme parameter estimates we also examined the continuous-updating criterion over a grid of the parameters. This gave us additional assurance that the estimated parameters were indeed minimizers of the criterion.

4. MONTE CARLO RESULTS, LOGNORMAL MODEL

For the case of time-averaged data, \( \{ \varphi_i \} \) has an MA(1) structure, as we discussed in Section 2.1. To account for this, the estimator of \( V_T(b) \) was computed by first consid-

\[
V_T(b) = \frac{1}{T} \left\{ \sum_{t=1}^{T} \varphi_T(X_t, b) \varphi_T(X_t, b)' + \sum_{t=2}^{T} \varphi_T(X_{t-1}, b) \varphi_T(X_t, b)' + \varphi_T(X_t, b) \varphi_T(X_{t-1}, b)' \right\}, \tag{24}
\]

where \( \varphi_T(X_t, b) = \varphi(X_t, b) - 1/T \sum_{t=1}^{T} \varphi(X_t, b) \). When this estimator was not positive definite, we used an estimator proposed by Durbin (1960) (see also Eichenbaum, Hansen, and Singleton 1988). Durbin’s estimator is obtained by first approximating the MA(1) model with a finite-order autoregression. The residuals from this autoregression are used to approximate the innovations. Then the parameters of the MA(1) model are estimated by running a regression of the original time series onto a one-period lag of the “approximate” innovations. Finally, an estimate of \( V_T(b) \) is formed using the estimated MA coefficients and sample covariance matrix for the residuals. This procedure has the advantage that the finite-order MA structure of \( \{ \varphi_i \} \) is imposed and the estimator is positive semidefinite by construction. It does, however, rely on the choice of a finite-order autoregression to use in the approximation. In implementing the estimator we ran a 12th-order autoregression in the initial stage. Although this covariance matrix estimator was used in searching for the parameter estimates, it was not needed at any of the converged parameter values.
Table 4. Properties of Estimators of $\gamma$, Lognormal Model

<table>
<thead>
<tr>
<th>Property</th>
<th>Continuous-updating</th>
<th>Iterative</th>
<th>Two-step</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. No time averaging, true $\gamma = 4.55$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>3.72</td>
<td>1.64</td>
<td>1.73</td>
</tr>
<tr>
<td>Mean</td>
<td>7,171.17</td>
<td>1.81</td>
<td>2.06</td>
</tr>
<tr>
<td>Truncated mean*</td>
<td>4.47</td>
<td>1.81</td>
<td>2.06</td>
</tr>
<tr>
<td>10% quantile</td>
<td>-3.67</td>
<td>-2.23</td>
<td>-2.20</td>
</tr>
<tr>
<td>90% quantile</td>
<td>18.75</td>
<td>4.00</td>
<td>4.33</td>
</tr>
<tr>
<td>B. Time averaging, true $\gamma = 4.99$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Median</td>
<td>3.48</td>
<td>1.75</td>
<td>1.74</td>
</tr>
<tr>
<td>Mean</td>
<td>-518.14</td>
<td>1.88</td>
<td>2.04</td>
</tr>
<tr>
<td>Truncated mean*</td>
<td>3.18</td>
<td>1.88</td>
<td>2.04</td>
</tr>
<tr>
<td>10% quantile</td>
<td>-10.49</td>
<td>-2.29</td>
<td>-2.66</td>
</tr>
<tr>
<td>90% quantile</td>
<td>11.52</td>
<td>4.22</td>
<td>4.85</td>
</tr>
</tbody>
</table>

* Estimates with absolute values greater than 100 were excluded from the computation of the truncated means.

Criterion Functions. Figures 1 and 2 report the properties of the criterion functions for the two Monte Carlo experiments. Figure 1 is for the case of no time averaging of the data, and Figure 2 is for the case of time averaging. Figures 1(d) and 2(d) report the results using the Wald (approximate quadratic) criteria. The results for the Wald and constrained-minimized criteria are identical for the iterative and two-step estimators. This occurs because the model is linear in the parameters and the weighting matrix is fixed in constructing $(J_2^{1/2} - J_T)$. For the continuous-updating estimator, the results for the Wald and the constrained-minimized criteria are different due to the dependence of the weighting matrix on the hypothetical parameter values.

Notice that the small-sample distributions of the minimized criterion functions for the iterative and two-step estimators are greatly distorted. The small-sample tests of the overidentifying restrictions based on the minimized criterion values are too large, leading to overrejections of the model when using these estimators. The minimized criterion function for the continuous-updating estimator is much better behaved, and the small-sample distribution is very close to being $\chi^2$ for both Monte Carlo experiments. Tests of the overidentifying restrictions of the models using the minimized value of the criterion function of the continuous-updating estimator have the correct size for the model without time averaging and similarly for the model with time averaging for probability values less than about .1. Even for probability values greater than .1, the distribution of the minimized criterion for the continuous-updating estimator is not greatly distorted.

The finite-sample coverage probabilities of the three ways of constructing confidence regions for $\gamma$ are depicted in subplots (b), (c), and (d) in Figures 1 and 2. Recall that the constrained-minimized and Wald criteria coincide when they are based on the two-step and iterative estimators but differ when the continuous-updating estimator is used. The small-sample coverage probabilities are greatly distorted for the intervals constructed with the iterative and two-step estimators in all cases. In particular, they do not contain the true parameter values as often as is to be expected from the limiting distribution. In the case of the continuous-updating estimator, for low $p$ values coverage rates are too small for confidence intervals built from the Wald criteria, but the distortion is substantially smaller than with the other two estimators. Finally, the coverage rates of the confidence regions implied by the true and constrained-minimized criteria for the continuous-updating estimator accord well with the asymptotic distribution and are clearly better than the coverage rates for the other estimators.

These Monte Carlo results for the lognormal model support the following remedy for the concerns raised by Nelson and Startz (1990). From the standpoint of hypothesis testing and confidence-interval construction, use of the continuous-updating criterion is much more reliable than the other methods we study. The tests of the overidentifying restrictions based on the continuous-updating estimator do not reject too often and in fact are quite well approximated by the limiting distribution. Although confidence intervals based on the Wald criteria can be badly distorted, particularly for the two-step and iterative estimators, confidence regions constructed from the continuous-updating criteria have coverage probabilities that are close to the ones implied by the asymptotic theory. This occurs for confidence sets based on both the constrained-minimized criterion in panel (c) and the true criterion in panel (b). The latter result supports the recommendation of Stock and Wright (1995) to base confidence intervals on the level of the continuous-updating criterion.

Parameter Estimates. Table 4 reports summaries of measures of central tendency for the three estimators of $\gamma$ along with 10% and 90% quantiles. The medians for the two-step and iterative estimators are considerably lower than the true value of $\gamma$, whereas the median bias for the continuous-updating estimator is much smaller. The distribution for the continuous-updating estimator, however, is also more dispersed, as evidenced by the larger increment between the 10% and 90% quantiles. Moreover, the Monte Carlo sample means for the continuous-updating estimator are much more severely distorted than they are for the other two estimators. The enormous sample means for the continuous-updating estimator occur because in the case of no time averaging and of time averaging there were 23 and 31 samples, respectively, in which the estimates are, in absolute value, larger than 100. When these are removed from the Monte Carlo samples, the sample means of the continuous-updating estimator are closer to the true values than are the means for the other two estimators.

Recall that the analog to the two-step and iterative estimator in the classical simultaneous-equations model is two-stage least squares and that the analog to the continuous-updating estimator is limited-information (quasi) maximum likelihood. It is known from the literature that there are settings in which the two-stage least squares estimator has finite moments, but the limited-information maximum likelihood estimator does not (e.g., see Mariano and Sawa 1972; Sawa 1969). In light of these theoretical results and our Monte Carlo findings, the continuous-updating estimator is not an attractive alternative to the other estimators we consider if our bases of comparison are the (untruncated) moment properties for even relative squared errors as in
the work of Zellner (1978). On the other hand, Anderson, Kunitomo, and Sawa (1982) advocated use of the limited information estimator over the two-stage least squares estimator because, among other things, the median bias of the former estimator is smaller. We also find less distortion in the medians for the continuous-updating estimator in our experiments.

As we noted previously, one attractive attribute of the continuous-updating estimator is its invariance to ad hoc (parameter dependent) transformations of the moment conditions. For example suppose that we reparameterize (12) as

\[
\gamma_0 \log(c_{t+1}/c_t) + \gamma_1 \log R_{t+1} = \eta_{t+1},
\]

assuming that \( \kappa = 0 \). In (25) the parameters \( \gamma_0 \) and \( \gamma_1 \) are not uniquely identified by the moment conditions, whereas their ratio is. The parameterization in (12) allows identification of \( \gamma_0 \) by setting \( \gamma_1 = 1 \). The continuous-updating estimator of \( \gamma \) in (12) is invariant to how this identification is achieved via restrictions on (25). Notice however that the two-step and iterative estimators are sensitive to the chosen normalization. Hillier (1990) achieved identification in a different manner by making the direction from the origin defined by \( (\gamma_0, \gamma_1) \) in two-dimensional space the object of interest. Although this angle is identified, the length of the ray from the origin along which the true value of \( (\gamma_0, \gamma_1) \) is not. Hillier's defense of limited information maximum likelihood over conventional two-stage least squares is that the former is a better estimator of direction.

To see whether such a conclusion might well extend to comparisons between the continuous-updating estimator and the other two estimators we consider, we report smoothed distributions of the estimated "direction" in Figures 3 and 4. We measure direction by the angle (as measured in radians) between the horizontal axis and the point \((1, \gamma)\). Because there is still a sign normalization that must be imposed for identification, we restrict attention to the interval \([-\pi/2, \pi/2]\). In smoothing the histogram, we used Gaussian kernel with a bandwidth of .1. The value of the density estimate is plotted at each of the sample points using a circle. The shape of the smoothed distribution along with the mass of the plotted circles provides evidence about the small-sample distribution of the parameter estimators. Notice that the primary modes of the continuous-updating angle estimator are very close to the true parameter values, but the modes of the other two angle estimators are distorted. Moreover, the density estimates for the modal angle are larger for the continuous-updating method. The Monte Carlo distributions for the continuous-updating angle estimator also, however, have secondary modes near \(-\pi/2\), corresponding to large-in-magnitude estimates of \( \gamma \) with the wrong sign.

**Continuous-Updating Criterion Function.** The criterion function for the continuous-updating estimator can sometimes lead to extreme outliers for the minimizing value of \( \gamma \). This occurs in the two Monte Carlo experiments for some of the trials, as we discussed previously. To see why this can occur, suppose for simplicity that there is a single return under consideration, no time averaging, and several instruments. The moment conditions are constructed using

\[
\psi(X_t, g) \equiv \log R_{t+1} - g \log (c_{t+1}/c_t) z_t,
\]

where \( z_t \) is a vector of instruments and \( E[\psi(X_t, \gamma)] = 0 \) [see Eq. (12)]. Because the moment conditions are linear in \( g \), the criteria for the iterated and two-step estimators are quadratic in \( g \). In contrast, the criterion for the continuous-updating estimator converges as \( g \) gets large. To see this, observe that for a large value of \( g \) the sample average of \( \psi(X_t, g) \) is approximately \( g \) times the sample mean of \( \log(c_{t+1}/c_t) z_t \) and the sample covariance is approximately

![Figure 3. Smoothed Distribution of Estimated Angle Implied by (1, \( \gamma \)). Monthly Lognormal Model, No Time Averaging.](image)

![Figure 4. Smoothed Distribution of Estimated Angle Implied by (1, \( \gamma \)). Monthly Lognormal Model, Time Averaging.](image)
$g^2 \times$ the sample covariance of $\log(c_{t+1}/c_t)z_t$. Therefore, for large $g$, the criterion function is approximately a quadratic form that is $(1/T)$ times the chi-squared test statistic for the null hypothesis that

$$E[\log(c_{t+1}/c_t)z_t] = 0.$$

As a result it is possible for the minimized criterion for the continuous-updating criterion to be minimized at a very large value of $g$.

To further illustrate this potential problem, the upper plot in Figure 5 is of the criterion function for the continuous-updating estimator for a Monte Carlo draw in which the value of $g$ that minimizes the criterion function is 673,750.4. The lower plot in Figure 5 gives the average value of the criterion function over the Monte Carlo experiments. These results are for the case of no time averaging. Notice that in the upper plot the criterion function approaches its lowest value as $g$ becomes large in absolute value. Even in the lower plot the criterion function asymptotes to a local minimum for large negative values of $g$. The numerical search used to implement the estimator could be complicated by the flat sections of the criterion function and the search routine could end up spuriously searching in the direction of very large values of $g$. This is particularly true for a gradient-based method (such as fminunc in MATLAB) in which the routine attempts to set the gradient of the criterion function to 0. When the parameter vector is of low dimension, this problem can easily be assessed by gridding the parameter vector and evaluating the criterion function at the grid points. This is what we did to make sure that large estimates of $g$ were not due to numerical problems. When the parameter vector is of large dimension, however, implementing the continuous-updating estimator may sometimes be difficult.

**Estimation of $\gamma$ and $\delta$.** The Monte Carlo environments of the lognormal and Markov-chain models differ in the assumed law of motion for consumption and returns and in the number of estimated parameters. To allow a more direct comparison with the Markov-chain results, we now consider a Monte Carlo experiment with the log-linear law of motion, where both $\gamma$ and $\delta$ are estimated. This second parameter allows us to check whether the favorable performance of the continuous-updating estimator reported in Figures 1 and 2 is unique to the single-parameter setup.

To implement this case, we assume that $\delta = .97^{1/12}$ and that the mean of the (log of) consumption growth is equal to its sample mean. These parameter values, along with the model for $B(L)$ in (13), imply a set of restrictions on the unconditional mean of $Y_t$ given in (11). Monte Carlo samples of $Y_t$ were drawn under these restrictions. To estimate $\delta$ and $\gamma$ we used moment conditions M1 of Table 3.

The results of this Monte Carlo experiment are displayed in Figure 6. As in Figures 1 and 2, rejection rates of the overidentifying restrictions in the case of the continuous-updating estimator are similar to those predicted by the asymptotic distributions, at least for probability values of less than .2. Moreover, as before, the small-sample distributions of the minimized criteria of the two-step and iterative estimators are greatly distorted. In this case, however, a test based on the minimized criterion of the two-step estimator would underreject the restrictions of the model. Coverage
Referring now to panel (c), the coverage rates for the true-constrained criterion are somewhat too small for the continuous-updating estimator. The coverage probabilities are much more seriously distorted, however, for the two-step and iterative estimators just as in Figures 1 and 2. Moreover, confidence intervals based on the true-constrained criterion for the continuous-updating estimator are a little better behaved than those based on the Wald statistic for all three estimators. To summarize, the results displayed in Figure 6 are largely consistent with the results in which \( \gamma \) is the only parameter estimated.

5. MONTE CARLO RESULTS, MARKOV-CHAIN MODELS

5.1 Time-Separable Preferences, Annual Data

First we consider the results for time-separable preferences (\( \theta = 0 \)) using the Markov-chain model calibrated to annual data. For these runs \( V_T(b) \) is computed as a simple covariance matrix estimator. The resulting \( p \)-value plots are depicted in Figures 7–9 for different combinations of the preference settings and moment sets given in Tables 2 and 3. Features of the Monte Carlo distributions for the point estimates of \( \gamma \) are reported in Table 5.

\( \gamma = 1.3 \) and \( \delta = .97 \). We start by discussing the results obtained using the more "moderate" values of the preference parameters TS1 that were used by Tauchen (1986). Figure 7 displays the results for the first set of eight moment conditions M1. Note from panel (b) that the GMM criterion functions evaluated at the true parameter values are larger than predicted by the asym-
totic theory. Although the asymptotic approximations are better with the continuous-updating estimator, at least for smaller probability values, the criterion evaluated at the true parameters is still too large. On the other hand, the minimized criteria functions are much better behaved, especially for the continuous-updating estimator with probability values less than .15 [see Fig. 7(a)]. Confidence intervals based on criteria-function behavior performed poorly in this setting, although they performed better for the continuous-updating estimator than for the other two estimators. Moreover, the criterion-function-based confidence intervals for the continuous-updating estimator proved to be more reliable than the confidence intervals based on the Wald statistic.

Figure 8 reports plots for the set of four moment conditions M2. The reduction in moment conditions (relative to M1) leads to an improvement in the underlying central limit approximations depicted in panel (b). This is especially true for the continuous-updating criterion function except at large probability values. The minimized criterion-function values used to test the overidentifying restrictions behave as predicted by the asymptotic theory for all three estimators. The criterion-function-based confidence intervals work quite well for the continuous-updating estimator but not for confidence intervals based on the Wald statistic [compare panels (c) and (d)].

In summary, asymptotic theory gives a poor guide for statistical inference in the case of moment conditions M1. Presumably this occurs because of the many moment conditions relative to the sample size. For the smaller moment condition set M2, the asymptotic approximations work considerably better. For both moment conditions the asymptotic distributions for the overidentifying restrictions tests and criterion-function-based inference are more reliable when based on the continuous-updating estimator.

Recall that the minimized value of the continuous-updating criterion is always less than or equal to that of the limiting criterion of the iterative estimator. Tauchen (1986) reported cases in which the minimized criterion function for the iterative estimator led to underrejection of the overidentifying restrictions. In these cases the underrejection of the overidentifying restrictions was more pronounced when using the continuous-updating criterion function. See Hansen et al. (1994) for an analysis of one of these cases.

Of course, assessing the reliability of the asymptotic theory as applied to the different parameter estimators is a different question than assessing the performance of the parameter estimators themselves. In regard to this latter question, the results in the first portion of Table 5 show that the continuous-updating estimator has considerably less bias in the median than the other two estimators in the case of M1. The iterative estimator, however, has much less dispersion in this case as measured by the width between the .10 and .90 quantiles. In the case of M2, there is little median bias for all three estimators. On the other hand, the dispersion in the continuous-updating estimator is smaller than that of the other two estimators.

**Results for** $\gamma = 13.7$ and $\delta = 1.139$. Next we consider results using the preference specification considered by Kocherlakota (1990a) (TS2 in Table 1). We only consider the performance of GMM estimators obtained using moment conditions M2. Our results are displayed in Figure 9 and Table 5. With this change in parameter configuration, the results for the M2 moment conditions are similar to those in Figure 8. In regard to the parameter estimates,
again the median bias is small relative to the dispersion for all three estimators. The continuous-updating estimator displays somewhat more dispersion than the other two estimators.

5.2 Time-Separable Preferences, Monthly Data

To explore the extent to which the limiting distribution provides a better guide for inference for larger sample sizes (with less extreme data points), we resim some of our calculations using simulations calibrated to monthly data as described in Subsection 2.2. We focused exclusively on the more "moderate" preference configuration adjusting $\delta$ accordingly. In this case we only looked at estimators constructed using moment conditions M1 and M2. We are particularly interested in moment set M1 because of its common use in practice when analyzing postwar data. Our results are reported in Figures 10 and 11 and Table 6. Notice that all of the asymptotic approximations are consistently reliable for the continuous-updating estimation method. In sharp contrast, large-sample inferences for the two-step estimator are of particularly poor quality with the exception of the overidentifying restrictions test using M2. Moreover, it is of note that the iterative estimates and the continuous-updating estimates are very close to one another when M2 is used. This is reflected in quantiles reported in Table 6 as well as in the "Minimized" and "Constrained-Minimized" graphs. Presumably, the reason for this is that the weighting matrix tends to be a relatively "flat" function of the parameters.

In regard to the parameter estimates of $\gamma$, both the continuous-updating estimator and the iterative estimators have distributions that are much more concentrated around the true parameter value than the distributions for the two-step estimator (again see Table 6). The performance of the two-step estimator could potentially be improved by using a different weighting matrix in the first step. For example, the residuals from nonlinear two-stage least squares applied to each Euler equation could be used to estimate the asymptotic covariance matrix of the moment conditions. Another possibility is to use the covariance matrix of the prices of the "synthetic" securities implicit in the use of instrumental variables. See Hansen and Jagannathan (1993) for a discussion of this weighting matrix.

<table>
<thead>
<tr>
<th>Property</th>
<th>Continuous-updating</th>
<th>Iterative</th>
<th>Two-step</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>1.37</td>
<td>1.25</td>
<td>1.57</td>
</tr>
<tr>
<td>Truncated mean*</td>
<td>1.37</td>
<td>1.25</td>
<td>1.57</td>
</tr>
<tr>
<td>Median</td>
<td>1.28</td>
<td>1.18</td>
<td>1.17</td>
</tr>
<tr>
<td>10% quantile</td>
<td>1.02</td>
<td>0.96</td>
<td>-2.12</td>
</tr>
<tr>
<td>90% quantile</td>
<td>1.85</td>
<td>1.61</td>
<td>4.63</td>
</tr>
</tbody>
</table>

Table 6. Properties of Estimators of $\gamma$, Markov-Chain Model, Monthly Data: True $\gamma = 1.3$, $\delta = 92^{1/12}$

---

* Estimates with absolute values greater than 100 were excluded from the computation of the truncated means.
separable preferences when the restriction \( \theta = 0 \) is imposed in the estimation, the estimator \( V_\gamma(b) \) of the asymptotic covariance matrix accommodates an MA(1) structure in the Euler-equation errors. As in Section 3, we used the \( V_\gamma(b) \) estimator given in (24) except when it was not positive definite, in which case we shifted to Durbin’s (1990) estimator with a fourth-order autoregression.

Figure 12 presents the p-value plots for the criterion functions for the different settings for \( \theta \). The p-value plots of Figures 1, 2, 6, and 7–11 considered results for fixed preference parameters and the three different estimators. The same Monte Carlo data were used for the experiments for each estimator in these plots.

In contrast to the time-separable case (the solid line in Fig. 8), the distribution of the minimized criteria imply small-sample overrejection of the moment conditions for each of the settings for \( \theta \). Furthermore, even when evaluated at the true parameters, the criterion functions are not distributed as a chi-square. This occurs for all four settings of \( \theta \) including \( \theta = 0 \) (time-separable preferences). Evidently the estimator of the asymptotic covariance matrix of the moment conditions, which assumes an MA(1) structure for the errors, causes small-sample distortion of the GMM criterion function. Notice that the distributions of the Wald statistics are very far from being chi-squared. Consistent with the results reported in Section 4 and Subsections 5.1

5.3 Time-Nonseparable Preferences, Annual Data

As we discussed in Subsection 5.1, the continuous-updating estimator generally provides more reliable inference in the case of time-separable preferences when data are generated from the annual Markov-chain model. Even for that estimator, however, it is only when moment conditions M2 are used that the distributions of the criteria \( TJ_t \) (minimized), \( TJ_t^2 \) (true) and \( T(J_t^2 - J_T) \) (constrained-minimized) accord well with the corresponding chi-squared distributions. For these reasons we consider results with time-nonseparable preferences using only moment conditions M2 and only for the continuous-updating estimator. To construct our Monte Carlo datasets we used the three time-nonseparable settings of the parameters listed in Table 2 as TNS1, TNS2, and TNS3 (\( \theta = \frac{1}{3}, \theta = -\frac{1}{3}, \theta = -\frac{2}{3} \)). We also used data generated with \( \theta = 0 \) but still estimated with the parameter \( \theta \). Unlike the case of time-

![Figure 12. Criterion Functions, Annual Markov-Chain Model, \( \gamma = .97 \), \( \gamma = 1.3 \), Time Nonseparable, Moment Conditions M2: \( \theta = \frac{2}{3} \), \( \theta = 0 \), \( \theta = -\frac{1}{3} \), \( \theta = -\frac{2}{3} \).](image)

<table>
<thead>
<tr>
<th>Property</th>
<th>( \gamma )</th>
<th>( \theta )</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. TNS1-M2, true ( \theta = \frac{1}{3} )</td>
<td>Mean</td>
<td>4.56</td>
</tr>
<tr>
<td></td>
<td>Truncated mean*</td>
<td>4.56</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>1.71</td>
</tr>
<tr>
<td></td>
<td>10% quantile</td>
<td>.64</td>
</tr>
<tr>
<td></td>
<td>90% quantile</td>
<td>10.83</td>
</tr>
<tr>
<td>B. TNS1-M2, true ( \theta = 0 )</td>
<td>Mean</td>
<td>5.88</td>
</tr>
<tr>
<td></td>
<td>Truncated mean*</td>
<td>3.67</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>.73</td>
</tr>
<tr>
<td></td>
<td>10% quantile</td>
<td>.00</td>
</tr>
<tr>
<td></td>
<td>90% quantile</td>
<td>10.92</td>
</tr>
<tr>
<td>C. TNS2-M2, true ( \theta = -\frac{1}{3} )</td>
<td>Mean</td>
<td>3.05</td>
</tr>
<tr>
<td></td>
<td>Truncated mean*</td>
<td>2.69</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>.97</td>
</tr>
<tr>
<td></td>
<td>10% quantile</td>
<td>.01</td>
</tr>
<tr>
<td></td>
<td>90% quantile</td>
<td>8.28</td>
</tr>
<tr>
<td>D. TNS3-M2, true ( \theta = -\frac{2}{3} )</td>
<td>Mean</td>
<td>.41</td>
</tr>
<tr>
<td></td>
<td>Truncated mean*</td>
<td>2.16</td>
</tr>
<tr>
<td></td>
<td>Median</td>
<td>1.22</td>
</tr>
<tr>
<td></td>
<td>10% quantile</td>
<td>.04</td>
</tr>
<tr>
<td></td>
<td>90% quantile</td>
<td>5.79</td>
</tr>
</tbody>
</table>

* Estimates with absolute values greater than 100 were excluded from the computation of the truncated means.
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and 5.2, confidence intervals for $\gamma$ constructed using the criterion function perform much better than those based on the Wald statistic.

Table 7 reports statistics summarizing the properties of the estimators of $\gamma$ and $\theta$. The estimator of $\gamma$ does not in general perform as well as in the time-separable preference case (see Table 5 for the comparison). The median for $\gamma_T$ is substantially below the true value of $\gamma$ in the case of $\theta = 0$ and $\theta = -\frac{1}{3}$ and above for $\theta = \frac{1}{3}$. Furthermore, the dispersion of the estimators of $\gamma$ is considerably larger than when time separability is correctly imposed, at least in part due to having to estimate an additional parameter and to accommodate MA(1) terms in the estimator of the asymptotic covariance matrix $V(b)$. Regarding the estimators of $\theta$, there is substantial dispersion for each case as evidenced by the 10% and 90% quantiles. Notice further that there is some median bias in the estimators of $\theta$ for the cases of $\theta = \frac{1}{3}, 0,$ and $-\frac{1}{3}$ (panels A, B, and C of Table 7). In summary, the annual data do not permit simultaneous estimation of $\theta$ and $\gamma$ with any reasonable precision, at least for moment condition M2.

5.4 Time-Nonseparable Preferences, Monthly Data

Using the monthly Markov-chain model, we also examined the time-nonseparable model for $\theta = \frac{1}{3}, 0,$ and $-\frac{1}{3}$ and for moment conditions M2. We further considered moment conditions M1 because these conditions are often used in practice and because the continuous-updating estimators demonstrated reasonable small-sample properties under time-separable preferences. We did not consider the case of $\theta = -\frac{2}{3}$ with the monthly model because the Markov-chain model implies that the covariance matrix of the Euler-equation errors is close to being singular at this value of $\theta$. Once again we used the estimator of $V(b)$ given by (24). When Durbin’s (1960) estimator was necessary we used a twelfth-order autoregression.

Figure 13 reports the results for criterion functions using moment conditions M1. Under M1, the minimized criterion performs reasonably well for all three settings of $\theta$. Tests of the overidentifying restrictions of the model have the correct small-sample size in this case. Notice further that the criterion $T(J^2_T - J_T)$ (constrained-minimized) is close to being chi-squared distributed but that the distribution of the Wald statistic is very far from chi-squared. Hence, we continue to find that inferences based directly on criterion functions are much more reliable than those based on quadratic approximations to the criterion function.

Table 8. Properties of Estimators of $\gamma$ and $\theta$, Markov-Chain Model, Monthly Data: Continuous-Updating Estimator, True $\gamma = 1.3, \delta = .97^{3/2}$

<table>
<thead>
<tr>
<th>Property</th>
<th>$\gamma$</th>
<th>$\theta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A. $TNS1-M1$, $true \theta = \frac{1}{3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>13.56</td>
<td>.35</td>
</tr>
<tr>
<td>Truncated mean*</td>
<td>2.90</td>
<td>.35</td>
</tr>
<tr>
<td>Median</td>
<td>1.27</td>
<td>.34</td>
</tr>
<tr>
<td>10% quantile</td>
<td>.79</td>
<td>.22</td>
</tr>
<tr>
<td>90% quantile</td>
<td>7.35</td>
<td>.48</td>
</tr>
<tr>
<td>B. $TS1-M1$, true $\theta = 0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>16.68</td>
<td>.01</td>
</tr>
<tr>
<td>Truncated mean*</td>
<td>4.18</td>
<td>.01</td>
</tr>
<tr>
<td>Median</td>
<td>1.29</td>
<td>.01</td>
</tr>
<tr>
<td>10% quantile</td>
<td>.38</td>
<td>.23</td>
</tr>
<tr>
<td>90% quantile</td>
<td>13.46</td>
<td>.19</td>
</tr>
<tr>
<td>C. $TNS2-M1$, $true \theta = -\frac{1}{3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>6.03</td>
<td>.42</td>
</tr>
<tr>
<td>Truncated mean*</td>
<td>5.82</td>
<td>.42</td>
</tr>
<tr>
<td>Median</td>
<td>1.24</td>
<td>.35</td>
</tr>
<tr>
<td>10% quantile</td>
<td>.00</td>
<td>.98</td>
</tr>
<tr>
<td>90% quantile</td>
<td>17.95</td>
<td>.09</td>
</tr>
<tr>
<td>D. $TNS1-M2$, true $\theta = \frac{2}{3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>153.96</td>
<td>.66</td>
</tr>
<tr>
<td>Truncated mean*</td>
<td>11.09</td>
<td>.66</td>
</tr>
<tr>
<td>Median</td>
<td>1.45</td>
<td>.37</td>
</tr>
<tr>
<td>10% quantile</td>
<td>.48</td>
<td>.16</td>
</tr>
<tr>
<td>90% quantile</td>
<td>410.29</td>
<td>1.16</td>
</tr>
<tr>
<td>E. $TNS1-M2$, true $\theta = 0$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>62.51</td>
<td>.14</td>
</tr>
<tr>
<td>Truncated mean*</td>
<td>17.89</td>
<td>.14</td>
</tr>
<tr>
<td>Median</td>
<td>1.40</td>
<td>.04</td>
</tr>
<tr>
<td>10% quantile</td>
<td>.03</td>
<td>.66</td>
</tr>
<tr>
<td>90% quantile</td>
<td>142.79</td>
<td>.26</td>
</tr>
<tr>
<td>F. $TNS2-M2$, true $\theta = -\frac{2}{3}$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean</td>
<td>12.98</td>
<td>.40</td>
</tr>
<tr>
<td>Truncated mean*</td>
<td>12.78</td>
<td>.40</td>
</tr>
<tr>
<td>Median</td>
<td>.35</td>
<td>.58</td>
</tr>
<tr>
<td>10% quantile</td>
<td>.01</td>
<td>.91</td>
</tr>
<tr>
<td>90% quantile</td>
<td>40.99</td>
<td>.17</td>
</tr>
</tbody>
</table>

* Estimates with absolute values greater than 100 were excluded from the computation of the truncated means.
6. CONCLUDING REMARKS

In this article we examined the finite-sample properties of three alternative GMM estimators that differ in the way in which the moment conditions are weighted. Particular attention was paid to both the performance of tests of underidentifying restrictions and to comparing alternative ways of constructing confidence sets. In documenting finite-sample properties, we used several different specifications of the CCAPM. The experiments differed substantially in the amount of sample information that there is about the parameters of interest. Although the experiments do not uniformly support the conclusion that one estimator dominates the others, some interesting patterns emerged.

1. Continuous updating in conjunction with criterion-function-based inference often performed better than other methods for annual data; however, the large-sample approximations are still not very reliable.

2. In monthly data the central limit approximations for the continuous-updating estimation method applied in conjunction with the criterion-function-based method of inference performed well in most of our experiments, including ones in which the parameters are estimated very accurately and ones in which there is a substantial amount of dispersion in the estimates.

3. Confidence intervals constructed using quadratic approximations to the criterion function performed very poorly in many of our experiments.

4. The continuous-updating estimator typically had less median bias than the other estimators, but the Monte Carlo sample distributions for this estimator sometimes had much fatter tails.

5. The tests for overidentifying restrictions are, by construction, more conservative when the weighting matrix is continuously updated, and in many cases this led to a more reliable test statistic.

Our reason for exploring criterion-function-based inferences and continuous updating is to assess some simple ways of making GMM inferences more reliable. Moreover, when continuous updating is used in conjunction with criterion-function-based inferences, the large-sample approximations become invariant to parameter-dependent transformations of the moment conditions. In this article we have made no attempt to explore the ramifications for power of the resulting statistical tests. Moreover, from the standpoint of obtaining point estimates, we see no particular advantage to using continuous updating when minimizing GMM criterion functions. For example, continuous updating can indeed fatten the tails of the distributions of the estimators. In this sense continuous updating sometimes inherits the defects of maximum likelihood estimators relative to two-stage least squares estimators in the classical simultaneous-equations environment.

Our Monte Carlo experiments for monthly data were sufficiently successful to convince us to reexamine some of the empirical evidence for the CCAPM. In most tests of the CCAPM, the model’s overidentifying conditions are rejected (e.g., see Hansen and Singleton 1982). Because the two-step or iterative estimator is typically used in practice, one potential explanation for these rejections could be the tendency of these estimators to result in overrejection of the model in small samples. To assess this possibility we estimated the time-separable and time-nonseparable models using the continuous-updating estimator. We used the consumption and return data described in Subsection 2.1 along with moment conditions M1 given in Table 3.

Estimation of the time-separable model resulted in point estimates of δ and γ of .25 and 720.65, respectively. This
is an example in which the tail behavior of the criterion results in large estimated value of $\gamma$. The minimized GMM criterion was 5.94 with an implied $p$ value of .43; hence, it appears that the continuous-updating estimator implies that the model is not at odds with the data. The estimate parameters, however, are very far from being economically plausible. As we found in several of our Monte Carlo experiments, with the continuous-updating estimator, extreme point estimates of the parameters are possible. In those cases, however, there typically was little deterioration in the criterion function when evaluated near the true parameter values, so in practice it is important to evaluate the criterion function at plausible values of the parameters. In this case we restricted $\gamma$ to the range [0, 20] and estimated $\delta$ for each hypothetical value of $\gamma$. The resulting minimized criterion as a function of $\gamma$ is plotted in the top panel of Figure 15. Notice that for this range of $\gamma$ the minimized criterion function is well above 30, where the implied $p$ value is essentially 0. As a result, once a plausible set of parameters is considered, the model is still rejected when using the continuous-updating estimator.

In estimation of the time-nonseparable model, the point estimates of the parameters were also quite implausible with estimates of $\delta$, $\gamma$, and $\theta$ of 1.20, 267.96, and .32, respectively. The bottom panel of Figure 15 presents the criterion function for the continuous-updating estimator with $\gamma$ restricted to the range [0, 20]. At $\gamma = 20$ the criterion reaches a minimum of 13.55 with an implied $p$ value of .035. As a result, even at this extreme value for $\gamma$ the model is still substantially at odds with the data.

In summary, although the continuous-updating estimator does not save the CCAPM, the experiments that we have presented provide evidence that it should be of use in many GMM estimation environments.
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